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Abstract

This report describes a methodology for unifying the

hardware and software design of a digital computer by mean of the

Computer Design Language (or CDL). The methodology is presented

in three examples: (a) finding the largest number among n given

numbers, (b) buffer allocation in an input-output control system,

and (c¢) translation of relocatable code to executable code. The

algorithms in these examples are all obtained from computer pro-

grams. Important steps of the methodology are shown in great details,

These are: description of the configuration by the CDL declaration

statements, translation of the flow chart into the sequence chart,

representation of timing and control signals, implementation by

microprogram control, description of sequential operations by the

CDL execution statements, production of microprogram, and simulation

of the design on the CDL Simulator.




2. A Methodology

By means of the CDL, a methodology has been developed for
unifying the hardware and software design. This methodology is shown
by the diagram in Figure 1. As shown, a piece of software or computer
program is studied and its algorithm is extracted and presented pre-
ferrably in the form of flow chart. Then, configuration for hard-
ware implementation of the algorithm is conceived, and the flow chart
is converted into the sequence chart. Both the configuration and the
sequence charts are next described by the CDL statements. This
description is punched into a deck of cards and simulated by the CDL
Simulator (16) for checking out the implementation. The result of the
siumlation is then used for evaluating the design. If the design is
not satisfactory, the algorithm is modified or even replaced, and
another design cycle follows. When the result becomes satisfactory,
the design is then documented. Documentation in the CDL is relatively
simple.

This report describes three examples whose algorithms
were extracted from the existing computer programs. Each example.
illustrates various steps of the methodology. The first example is
implemented by the sequential logic control, while the second and

the third examples by microprogram control.
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Fig. 1 Block diagram illustrating the methodology

of unified hardware-software design



3. Finding the largest number

The first example is to find the largest number among n
unsigned binary number. This simple example is selected for the pur-

pose of introducing the CDL and the simulation by the CDL simulator.

3.1 Algorithm

An algorithm to find the largest number among given binary
numbers X(1),...,X(n) by programming is shown in Fig.2 where n is the
number of elements, m is the current largest element, k is the pointer
whick points to the element now in comparison, and j is the pointer
which points to the current largest element. As shown in Fig. 2, the
first comparison is between elements X(n) and X(n-1) from which the
larger is stored in m. The next comparison is between m and X(n-2),
between m and X(n-3) and so forth where m always stores the larger
element after each comparison. Pointer k begins from (n-1) and is
decremented after each comparison. The finding process terminates

when k reaches O.



start

jf;_nl
k<€--(n-1),
m¢~--X(n),

k=0 f » terminate

>
A
~
je—_kl
me-~-X (k) ,
h 4
k€g--k~-1

Figure 2 Flow chart of finding the largest number

among n numbers



3.2 Confipuration and Sequence Chart

Let the given unsigned binary integers be stored in memory
X with address register C and buffer register R. Let the capacity
of memory X be 1024 words and the word length be 24 bits. Assume
that ngmber n is stored in the first location and the integers in
the succeeding locations of the memory. Register J and K store re-
spectively pointers J and K. Register A stores the current largest
integer after each comparison. Comparison is done by a paralled
subtracter. In addition, there are control register T, switch START
and light FINI. These elements are shown in the block diagram of
Fig. 3.

The process of finding the largest element is shown in the
sequence chart of Fig. 4. After initialization during which register
C is reset to O and light FINI is turned to the OFF condition, the
first word is read out of memory X; this word contains number n.
Number n is then transferred to memory address register C so as to
read out the last elememt of the given n elements; this element is
stored in register A, The last second element is next read out of
memory X and stored in the buffer register R. The numbers in regis-
ters A and R are compared by the parallel subtracter. Terminal BOR(O)
is 1, this indicates that the unsigned binary integer in register A
is smaller than that in register R. 1In this case, the larger number
in register R is transferred to register A and the memory address
where this larger number is stored in memory X is transferred to
register J. The next element is then taken out of the memory and
compared with the number in register R. Again, the larger number and

its memory address are stored in register A and J respectively. This



J(0-9)

Cc(0~-9) € K(0-9)

X (0-1023,,1-24)

!
R (ADDR)

A (1-24) < R(1-24)
BOR (0)e=t parallel subtracter
T(0-3) FINT (ON,OFF)
w-—ro KO
clock a;a—-;decoder ! control
! K signals
10

Figure 3 Configuration for finding the largest number
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L
C<-=0,
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FINI<-=OFF,

l
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R¢-=X(C)

Ké~-R (ADDR)

J€—-K, |

C<¢=-K,

R¢-=X(C)

A€--R,
Ké-=countdn K,

FINI¢--ONi——3End
Ké€--countdn K Cé-=K
R¢—=X (C)
A%'**R; = .
< { BOR{0)=1 )
J€--K,
#

Figure 4 Sequence chart of finding the largest number



process continues until K reaches 0; at that time, all the elements
are compared. The largest element is in register A and its memory

address is register J.

3.3 Statement Description

The above configuration and sequence chart for finding the

largest element is now described by the CDL statements.

Comment , configuration (L
Register, C(0-9), Saddress register

R(1-24), $buffer register

J(0-9), $store pointer j

K(0-9). Sstore pointer k

A(1-24). S$store current largest element

T(0-3), Scontrol register

Subregister, R(ADDR)=R(15-24),

Memory, X(C)=X(0-1023, 1-24),

Decoder, KT(0~-10)=T

Switch, START(ON) ,

Light, FINI(ON, OFF),

Terminal, DIFF(1-24)=A(1-24)8R(1-24)8BOR(1-24),

BOR(0-23)=A(1-24) *R(1-24) "+R(1-24) ' *BOR(1~24)+BOR(1-24) *A(1-24) ,
BOR(24)=0,

ClOCk, P:

Comment, here begins the comparison sequencec.
/START(ON) / C€-0, FINI€-QFF, T€-0,

J/RT(0) *P/ Re¢-X(C), Te-1, Sread out n
JKT(1)*P/ K<~R(ADDR) , Te-2, $store n in K

JRT(2)*P/ Ce~-K, Je-R, T€-3, $store n in J and C
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/RT(3)*P/ Re-X(C), Te-4, $read out X(n)
/KT(&)*P/ A4-R, $store X(n)in A
Ké-countdn K, Sobtain (n-1)
T€~5,
/KT(5)*P/ IF (K=0) THEN (T¢-10) ELSE (T¢-6)
/RT(6)*P/ C¢-K, T<¢-7,
/RT(7)*P/ Re-X(c), T¢-8 $read next element X(C)
/KT(8)*P/ IF (BOR(0)=1) THEN (A&-R, J¢-K), T<-9

/KT (9)*P/ K€-contdn K, T€¢-5,
/RKT(10)*P/ FINI<-ON,
END
In the above description, the ternimal statement describes
the parallel subtractor. Terminals DIFF are the different outputs
of the subtracter. They are not needed, but are included for the sake

of completenress.

3.4 Simulation

Statement description 1lywhen pumched into a deck of cards,
is shown in the listing of Fig. 5. The first 12 lines and the last
line represent the system control cards. The last second through
eighth lines represent the simulation control cardsJ) The listing in
Fig. 5 and statement description 1 are essentially identical except
the slight differences in the statements and operator 'countdn'" being
defined as a special operator.

The first part of the simulation result is shown in Fig. 6.
The contents of registers C, J, K, T, A and R as well as those at
memory locations O through 8 are tabulated after the START switch is

turned to the ON position as well as at the end of the first through

seventh clock cycles.
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4, Buffer Allocation

The second example is buffer allocation which is taken from the
GETBUF routine of the Simple Input Output Control System (SIOCS) now being
developed. This example illustrates the hardware implementation of the input

output control system of a microprogrammed operating system.

4.1 Problem description

In the SIOCS, double buffers are used for each file except when the user
employs his own buffer scheme. When a file is being opened or redefined, the
SIOCS searches the available buffer chains, finds two buffers of proper size
from one of the buffer chains and assigns them to that file. When these two
buffers are no longer used, the SIOCS releases them and returns them to the
available buffer chains.

The GETBUF routine of the SIOCS performs the function of obtaining a
double buffers from the available buffer chain and then assigning them to
the file. An example of the available buffer chain is shown in Fig. 7. The
entry of this chain is in the Available-buffer-~chain Entry Table or ABC Entry
Table. The LINK field of this entry as shown in Fig. 7 contains the address
of the first buffer of this buffer chain, while the SIZE field of this entry
describes the size of the buffer. All buffers are initially linked in the
available buffer chains, and the ABC Entry Table contains all the entries for
the available buffer chains, each for the buffers of one size.

The GETBUF routine is called by the GETBUF macro instruction whose format
is shown in Fig. 8, where FILENAME is the name of the file to which the buffers
are assigned. To use this routine, the file must be previously opened; this
means that FILENAME must be the symbolic address of a File Control Block (FCB).

The format of a FCB, as an example, is shown in Fig. 9, where the parameter
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names are explained in Table 1. Note that the Unit Control Block mentioned

in Table 1 is a table which stores the status of an input or an output device.
Pointer IOBUF is the pointer which always points to the current input (or
output) buffer where the data are being read into (or being sent out), while
pointer PROBUF is the pointer which always points to the processing buffer,
from which the data currently being processed are obtained. All the other
fields, such as OC, CRTCL, BUSY, EOF, TYPE, AVBCT and UCB address are not used
by this GETBUF routine, and are thus not further described.

The inputs to the GETBUF routine are: the address of the FCB, the buffer
size in the FCB, the address of the ABC Entry Table, the ABC Entry Table and
the available buffer chains. The outputs from the routine are the two buffer
addresses which are placed in the third word of the FCB and in accumulator A.
If no buffers are available, accumulator A is returned with its contents being

0.

4.2 Algorithm

The algorithm for buffer allocation is shown in the flow chart of Fig. 10,
where the symbolic names are defined or explained in Table 2. As shown, the
algorithm beings by obtaining the buffer size from the fourth word of the File
Control Block (see Fig. 9) or

BUFSZE€~~S1ZE (FILENAME+3)
It then proceeds toc searching the ABC Entry Table, where P is a pointer which
scans the entries of the table. When the search finds the entry of that avail-
able buffer chain with the buffer size equal to the desired buffer size (i.e.
SIZE(P)=BUFSZE), the two addresses of the first two buffers (pointed by the
pointer Q) of the chain are obtained and stored in the left and right half

of accumulator A. The buffers are removed from the chain and the chain is



ot 0 Lt 6 o P P AT R A T e P A A AP AR G A ey PP e e

0ocC fTYPE,l

grorrsnam maarnad B A R BT AT AR - B i e ot e s

JILE  NAME

UCB  ADDRE33

I0BUF : PROBUFR

SIZk CRTCL  BUSY EOP AVBCT

amea Sar. RETUEUN am s ——

Fig.9 Format of the File Control Block
(see text for explaination)

Table 1, Terms of the FCB in Fig. 9
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Term Explanation
TYPE type of the file
0C an open/close indicator

UCB address

IOBUF

. PROBUF

SIZE

CRTCL

BUSY

EOF

AVBCT

address of the Unit- Control Block (UCB) of a device
a pointer for the input (or output) buffer

a pointer for the processing.buffer

buffer size

critical number of the processing buffer

buffer busy indicator

end-of~file indicator

a counter which counts the available words re-
maining in the processing buffer




Table 2, Symbolic names of the algorithm
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Symbolic

name Explanation

BUFSZE a variable which represents the buffer size of a file

P a pointer which scans the Available-buffer-chain Entry Table

Q a pointer which scans an available buffer chain

FILENAME symbolic location of the FCB. (a known quantity)

TABLE symbolic location of the Available-buffer-chain Entry Table
(a known quantity)

SIZE(X) SIZE field of the word pointed by pointer X

LINK(X) LINK field of the word pointed by pointer X

WORD (X) a word pointed by pointer X

A accumulator

A(0-17) left half of the accumulator

A(18-35) right half of the accumulator

{....ﬂ

a symbol which denotes "assign to' or '"replaced by"
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again properly linked by putting LINK(Q) into LINK(P). These two buffer
addresses are next placed in the proper location of the File Control Block.
If the search results in finding no two buffers of the proper size, accumu-
lator A is reset to 0. 1In either case, the allocation is terminated.

As an example, consider an ABC Entry Table and two available buffer
chains as those shown in Fig. 11 where the numbers are the initial values.

Let FILEA be the symbolic address of the File Control Block shown in Fig. 12,
where 0's in the first and third fields of word FILEA+l indicates no informa-
tion and 1 in the second field indicates that this file is a tape file. Num-
ber 20 in word FILEA+3 indicates that buffer size of the file is of 20 memory
words. When the algorithm is executed, it finds that the buffer size required
by the file is 20-word and that the buffers with this size are available from
the table entry at location 102 in Fig. 11. The LINK fields of the buffers

of the available buffer chain are then scanned beginning from the entry, and
two such buffers whose addresses 201 and 271 in Fig. 11 are found. These
addresses are next placed in the third word of the File Control Block (i.e.
FILEA+2Z) in Fig. 14 and the available buffer chain is again linked after the
removal of these two buffers. The output after allocation is shown in Figs. 13
and 14. Notice that the two fields of the third word of FCB in Fig. 12 are
changed to 201 and 271 in Fig. 14 respectively. Meanwhile, in the ABC Entry
Table of Fig. 11, the Link field 201 for the buffer chain of size 20 in Fig. 11
is changed to 291 as shown in Fig. 13.

As another example, assume that the contents of the ABC Entry Table and
the available buffer chains in Fig. 13 which are the outputs from the first
example are used as the initial values of the second example. Let FILEB be
the symbolic address of a File Control Block shown in Fig. 15. When the GETBUF

routine is being executed, the buffer size is found from the FCB in Fig. 15
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ADDR.,
FILTA
FILEA+1
FILEA+ 2

FILEA+3

Plg.l12

File Control Block(FCB)

FILE NAME
ol 1 0| UCB ADDRESS
0 ' 0
20 o | ofo 0

FCB with address FILEA (input)
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Availablembuffera s £ P e e b
chaln Entry Table - Available-buffor—chi. -
ADDR. 8IzE LINK 490
101 - 10 .0 o]
102 | 20 | 291 v ’
10 0 ' _] :
03| 3 0 310
104 | 4o 0 |
ADDR.
1
05 50 221 201 311
‘ A 311 +— 0
-~ J” v J
v r ;.
£ J H
270 340

Fig.13 The Available-buffer-chain Entry Table and Available-
buffer-chains (output of Example 1)

ADDR, File Control Block (FCB)
FILEA , }§§LE NAME
FILEA+1| O | 1 0| UCB ADDRESS
FILEA+2 201 271
FILEA+3| = 20 6ML ol o| . o0

" Fig.ll4 FCB with sddress FILEA (output)
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FILEB+2

PILER+3

Fig.l5

File Control Block (FCB)

FILE NAME
0 1 0] UCR ADDRESS
0 0
4o 0 0|0 0

PCR with address FILEB
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to be 40. The entry for the buffer chain of this size is found from the
ABC Entry Table in Fig. 13. Since its LINK field is O, this means that there
is no buffer of this size available, and accumulator A is reset to 0. There-
fore, the contents of the File Control Block, the ABC Entry Table and the

available buffer chain remain unchanged.

4.3 Configuration

The computer elements that are required for implementing the buffer
allocation algorithm are shown in the block diagram of Fig. 16 except the
control part to be described subsequently. As shown, there is a random-access
memory M where the File Control Block, the ABC Entry Table and the available
buffer chains are located. The memory has a capacity of 32,768 36-bit words
with a 15-bit address register MAR and a 36-bit register MB. There are two
15-bit registers FILENAME and ENTRY, a 9-bit register BUFSZE, a 36-bit accumu-
lator A, and two single-bit register READ and WRITE in addition to a 9-bit
parallel comparator and a 15-bit parallel adder. Register FILENAME stores
the address of the FCB of the given file. Register ENTRY stores a pointer
which scans the entries of the ABC Entry Table. Register BUFSZE stores the
buffer size of the given file. The accumulator is where the two buffex
addresses are assembled. The comparator compares for equality between the
contents of register BUFSZE and those of the leftmost 9-bits of the accumu-
lator. The adder adds the contents of register FILENAME to those of register
MAR and the resulting sum is placed in register MAR. Registers READ and WRITE
are used for activating respectively the read and write operations of the
Memory.

The above configuration for the processing unit is now described by

the following CDL declaration statements.
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Comment, Configuration of the processing unit. (4.2)
Register, MAR(0-14), Saddress register
MB(0-35), Sbuffer register
ENTRY (0-14), Spointer to scan Entry Table
FILENAME (0-14) , Sstore the address of the FCB
A(0-35), $store two buffer addresses
BUFSZE(0-8), $store the desired buffer size
READ, $READ control register
WRITE, SWRITE control register
Memory, M(MAR)=M(0~-32768,0-35),

Subregister, MB(SIZE1)=MB(0-8), &SIZE field
MB(LINK1)=MB(21-35), SLINK field
A(SIZE2)=A(0-8),  $SIZE field
A(LINK2)=A(21-35), SLINK field

Terminal, UNEQUL (0-8)=A(0-8)@BUFSZE, $comparator

4.4 Sequence charts

The sequence operations of the buffer allocation are shown in the sequence
chart in Fig. 17. It is assumed (a) the formats of the File Control Block,
the ABC Entry Table, and the available buffer chains are those in Figs. 9 and
7, (b) the File Control Block, the ABC Entry Table and the available buffer
chains ave initially stored in the main memory, (c) the address of the FCB of
the given file is initially stored in register FILENAME, and (d) the address
of the ABC Entry Table is stored in register ENTRY.

As shown in Fig. 17, the address FILENAME is first incremented by 3 and
the sum is then transferred to register MAR. A word is next read out of the

memory into buffer register MB which now stores the fourth word of the FCB.
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UFSZE. These micro-

oo

The SIZE field of this word is transferred to register
operations are shown in Block 0 in Fig. 17. (See block number at top-right
corﬁer of each block.) In block 1 there is a loop searching for the entries
in the ABC Entry Table to find an entry whose SIZE field is equal to the con-
tents of BUFSZE. Block 2 tests availability of the buffers in the chain. If
no buffer is available as indicated by the LINK field of A being 0, accumu~
lator A is reset to 0. Otherwise, the two addresses of the two buffers are
stbred in register A,aé shown in block 3. Finally the ABC Entry Table is
updated as shown in block 4, and the two buffer addresses are stored in the

third word of the FCB of the file in block 5. At this time, the sequence is

terminated.

4.5 Microprogram Control Configuration

The control memory is a small but fast memory having a capacity of
255 36~bit words with an 8-bit address register CAR and a 36-bit buffer

register F. Each word in the control memory is called a control word or a

micro-instruction. In the control memory is stored a microprogram which con-

sists of a series of micro-instructions. Single-~bit register E indicates the
fetch (when 1) or the execution (when 0) of each micro-instruction. There

is é four-phase clock PIO—3). Each main memory cycle is chosen consisting of
four control memory cycles and each control memory cycle coincides with one
clock cycle. Register MC is used to sequence the four control memory cycles

in each main memory cycle. Register RUN is used for indicating the start (when
1) and the stop (when 0) status of the machine. Switch START is selected for
manual control of the start operation of the machine. The block diagram in
Fig. 18 shows the configuration of the control umit.

The above configuration may also be described by the following CDL state-
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ments.

Comment , configuration for the microprogram control

Register, MC(0-3), Sregister for sequencing main memory cycles
CAR(1-8), $control memory address register
F(1-36), Scontrol word register
E, $CM fetch-execution control register
RUN, $start~stop register

Subregister, F(ADS)=F(1-8), Saddress field

Memory, CM(CAR)=CM(0~255,1-36) ,

Switch, START(ON) Sstart switch

Comment, each control memory cycle coincides with one clock cycle and each
main memory cycle coincides with four control memory cycles

Clock, P(0~3) $four~-phase clock

Comment, sequencing register MC as a ring counter.

/P(3) *RUN/ MC<t=cir MC

In the above description, each of the four bits of register MC represent
each of the four control memory cycles in one main memory cycle, and the se-
quencing of the four control memory cycles is accomplished by making register

MC to function as a ring counter.

4.6 Timing and Control Signals

Each main memory cycle is chosen to consist of four control memory cycles,
and each control memory cycle coincides with each clock cycle. Therefore,
there are 4 steps in each control memory cycle and 16 steps in each main memory
16 steps in each main memory cycle. The control signals for these 16 steps

are described by the following sequence of 16 labels,
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Comment , description of the labels.

/MC(0) *P ( 0) *RUN/ $beginning of a main and a control memory cycle
/MC(0) *P (1) *RUN/

/MC(0) *P (2) *RUN/

/MC(0) %P (3) *RUN/ $end of a control memory cycle

/MC(1) %P (0) #RUN/ $beginning of a control memory cycle

/MC(1) *P(1) *RUN/

/MC(1) %P (2) ¥RUN/

/MC(1) *P (3) *RUN/ $end of a control memory cycle
/MC(2) *P (0) *RUN/ Sbeginning of a control memory cycle
/MC(2) *P (1) *RUN/

/MC(2) %P (2) *RUN/

/MC(2) *P (3) *RUN/ $end of a control memory cycle
/MC(3) *P (0) *RUN/ $beginning of a control memory cycle
/MC(3) *P (1) *RUN/

/MC(3) %P (2) *RUN/ E--0

/MX(3) %P (3) *RUN/ $End of both memory cycles

As shown in the above labels, the four steps in each control memory cycle

are controlled by the four phases of clock P(0-3), and the four control memory
cycles in each main memory cycle are controlled by the four states of ring
counter MC(0-3). Register RUN controls the generation of the sequence of the
16 control signals in a main memory cycle as indicated in Fig. 18.

During each main memory cycle, the data is read out of or written into
the main memory. It i1s now specified that the transfer of the main memory
address to register MAR and the initiation of the main memory read or write
must occur during the second step (i.e. /MC(0)#P(1)*RUN/). For a read opera-

tion, the word is available at buffer register MB during the sixth step
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{(i.e. /MC(1)*P(1)*RUN/). For a write operation the word to be stored into
the memory is transfered into buffer register MB before the 12th step
(/MC(2) %P (3) *RUN/) .

If certain micro-operations occur in control memory cycle, the follow-
ing sequence of four labels is used,
/P(0)*RUNAE"/ F<-CM(CAR) $beginning of a control memory cycle

E<-1

/P(1)*RUNE"/
/P (2) *RUN*E "/

/P(3) *RUN*E"'/ CAR<~countup CAR Send of a control memory cycle

In the above sequence of labels, register E is used to control the advance
or stop of the 4 steps in a control memory cycle. When register E contains
a 0, the sequence of the labels exist; otherwise, it disappears.

Whenever the register E is set to 0, a micro-instruction is read out of
the control memory. It is now specified that the incrementing of the control
memory address register CAR and the initiation of the control memory read
must occur during clock phase P{3) of the preceeding control memory cycle,
and the control word becomes available at buffer register F during the first
clock phase P(0) of the current control memory cycle. Micro-operations acti-
vated by the micro-instruction in register F are executed between the first
clock phase P(0) of the current control memory cycle and the initiation for
the reading out of the next micro-instruction.

Note that, at the step with label /P(0)*RUN*E'/, register E is set to 1
at the same time a control word is transfered into register F. While the
register is reset to O at the last step of each main memory cycle (i.e.
/MC(3) #P(2) *RUN/) ; this causes the fetch of the next control word at the be-

ginning of the next main memory cycle
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4.7 Control word format

The format of the control word is shown in Fig. 19. It consists of
three fields, the address field, the control-bit field and the constant field.
The address field contains a control memory address for micro-branching. The
constant field contains a constant. Each bit of the control-bit field con-
trols one or more micro-operations which are shown in Fig. 19. The assign-

ment of the control bits to the micro-operations is arbitrarily made.

4.8 Statement description

With the timing and control signals as well as the control word format
being established, it is8 now possible to describe the control signals by
means of labels for each micro-operation in the sequence chart of Fig. 15.
Each label is a logical AND of the timing signal, the clock signal and a
control bit. With the labels, execution statements can now be written for
each micro-operation or a group of micro-operations. And each block in Fig.
15 becomes one micro-instruction.

Each block in the sequence chart of Fig. 15 requires one main memory
cycle, and the micro-operations in the block are then assigned to the previous-
ly described timing and control signals (i.e., labels). The micro-operations
in each block is translated into one micro-instruction. In this manner, the
sequence chart can be described by the following CDL statements.

Comment , the buffer allocation sequence begins here (6)
Comment , start or stop operation.
/START(ON) / RUN<~1 ,MC<-1 ,MAR¢~3,
ENTRY¢=100, CAR<~0,E«=0,
Comment, fetch the micro=-instruction at location O.

/P (0) *RUN*E "'/ F<-CM(CAR) ,E<-1,
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Comment, execute the micro-instruction a t location O.

/MC(0) *P (1) *RUN*F(13) / MAR<-MAR add FILENAME,

/MC(0) %P (1) *RUN*F(14) / READ¢-1,

/MC(1) *P (1) *RUN*F(14) / MB<-M(MAR) ,

/MC(2) *P (1) *RUN*F(19) / BUFSZE«-MB(SIZE1),

/MC(3) %P (2) #RUN/ E<¢-0,

Comment, fetch the micro-instruction at location 1.

/P(3)*RUN*E"'/ CAR<¢~countup CAR,

/P(0) *RUN*E "/ F<-CM(CAR) ,E<-1,

Comment , execute the micro-instruction at location 1.

/MC(0) *P (1) *RUN*F(10) / MAR<-ENTRY,

/MC(0) *P (1) *RUN*F(14) / READ¢-1,

/MC(1) %P (1) *RUN*F(14)/ MB<«-M(MAR) ,

/MC(1) *P (3) *RUN*F(18) / A¢-MB,

/MC(2) *P (1) *RUN*F(20) / IF(UNEQL=1) THEN (ENTRY<-countup ENTRY,CAR<-0)
ELSE (E<-0),

/MC(3) *P (2) *RUN/ E<-0,

Comment , initiate and fetch the micro-instruction at location 2.

/P(3)*RUN*E "'/ CAR¢-countup CAR,

/P(Q) 5RUN#*E "/ R<¢~CM(CAR) ,E<-1,

Comment , execute the micro-instruction at location 2.

/MC(3)#P (1) *RUN*F(22) / IF(A(LINK2)=0) THEN (A<-0,RUN<¢-0)

/MC(3) *P (2)*RUN/ E<-0,

Comment , initiate and fetch the micro~instruction at location 3.

/P(3)*RUN*E'/ CAR<~countup CAR,

/P(0)*RUN*E"/ F<4-CM(CAR) ,E<~1

Comment, execute the micro-instruction at location 3.

/MC(0) *P (1) *RUN*F(11)/ MAR«~A(LINK2)



/MC(0) *P (1) *RUN*F(14) /
/MC(1) *P (1) *RUN*F(14) /
/MC(2) *P (2) *RUN*F(21) #
/MC(3) *P (1) *RUN*F(22) /

/MC(3) *P(2) *RUN*/

[
[@a}

READ<-1,

MB<¢~M(MAR) ,
A<-A(18-350)-0-0~0-0-MB(LINK1),

IF (A(LINK2)=0)THEN (A<-0,RUN<-0),

E€¢-0,

Comment, initiate and fetch the micro-instruction at location 4.

/P(3) *RUN*E' /

/P (0) *RUN*E' /

CAR<-~countup CAR,

F¢-CM(CAR) ,E<-1,

Comment, execute the micro-instruction at location 4.

/MC(0) *P (1) *RUN*F(10) /
/MC(0) *P (1) *RUN*F(17)/
/MC(0) *P ( 3) *RUN*F(15) /
/MC(2) *#P (1) *RUN*F(17) /
/MC(3) *P (1) *RUN*F(9) /

/MC(3) #P (2) *RUN/

MAR<-ENTRY,
WRITE<-1,

MB (SIZE1) ¢-BUFSZE,
M(MAR) ¢«-MB ,
MAR«¢~0-F(23-36) ,

E4-0,

Comment, initiate and fetch the micro-instruction at location 5.

/P(3) *RUN*E*/

/P(0) *RUN*E"*/

CAR<-count upCAR,

F<-CM(CAR) ,E<-1,

Comment, execute the micro-instruction at location 5.

/MC(0) *P (1) *RUN*F(13) /
/MC(0) *P (1) *RUN*F(17) /
/MC(0) *P ( 3) *RUN*F(16)/
/MC(2) *P (1) *RUN*F(17) /

/MC(3) #P (1) *RUN*F(12) /

MAR<¢-MAR add FILENAME,

WRITE<~1,
MB¢-A,
M(MAR) «-MB
RUN<%-0
END

In the above, the initialization of all micro-operations is carried out

by the START switch.

There are six micro-instructions.

The beginning of each
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micro-instruction, there are several execution statements. The first execution
statement describes the fetch of the micro-instruction and the remaining
statements describe the micro-operations that are executed by the micro-instruc-
tion. The fetch of the micro-instruction is initiated by setting register

E to 0 and the execution of the micro-instruction is initiated by setting
register E to 1. Register E is set to 1 during the first step of the execu~
tion of the micro-instruction, and it is reset to 0 by the START switch or dur-
ing the last step.

In the above description, the braching of the loop in the sequence chart
is accomplished by the following statement (whose control bit is in location
1,

/MC(2) *P (1) *RUN*F(20)/ IF(UNEQL=1) THEN(ENTRY<¥-countup ENTRY, CAR¢-0)
ELSE (E<-0),

If terminal UNEQL is equal to 1, then the following sequence occurs,

/MC( 3) %P (2) *RUN/ E¢-0,
/P(3) *RUN*E" / CAR€-countup CAR,
/P(0) *RUN*E"/ F¢-CM(CAR), E<-1,

Since terminal UNEQL is equal to 1, register CAR is reset to 0 and later

again incremented by 1. The next micro-instruction is fetched at location 1.
Therefore, the sequence is branched back to the beginning of the loop.

If terminal UNEQL is not equal to 1, then the following sequence occurs,

/P(3) *RUN*E'/ CAR¢-countup CAR,

/P(0) *RUN*E" / F¢-CM(CAR) , E-~1,

Since terminal UNEQL is not equal to 1, register CA. is incremented by 1. The
next micro-instruction is fetched at location 2 because the contents of regis-

“ter CAR were 1. In this way, the micro-instruction exits from the loop.
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4.9 Microprogram

The microprogram for the buffer allocation is shown in Figs. 20 and 21.
The microprogram in Fig. 20 shows the micro-operations for each control bit,
while that in Fig. 21 shows the 6 micro-instructions in octal. Each micro-
instruction specifies the execution of those micro-operations whose control
bits are 1. For example, the first micro-instruction has 1 in control bits
13, 14, and 19. Therefore, when this micro-instwuction is executed, the

following micro-operations at the specified control signals are performed,

/MC(0) *P (1) *RUN*F(13) / MAR<¢-MAR add FILENAME, (7
/MC(0) #P (1) *RUN*F(14)/ READ¢-1,
/MC(1) *P (1) #RUN*F(14) / MB<-M(CAR) ,

/MC(2) #P (1) *RUN*F(19) / BUFSZE<-MB(SIZE1),

These are the previously described execution statements in the micro-instruc-
tion located at address 0, except the one which resets register E to 0, which
occurs as the last step of each main memory cycle. Thus, the 1's and 0's in
each previously described micro-instruction is translated into 1's and O's.

This is the way that the microprogram in Figs. 20 and 21 is obtained.
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Control " Micro-instruction
Memory .
Address (Octal number)
0 0000604LODOODOO
1 000421200000
2 000000040000
3 000220140000
by 001412000002
5 00014L6DOOOODO 1
Figz.21 The mioroprogram for the buffer allocation
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5. Translation of Relocatable Code to Executable Code

Most contemporary digital computers are designed to execute
machine instructions with absolute addresses (i.e., hardware addresses).
A program written in such machine instructions is called an executable
code. However, the computer user of today writes the program either
in a symbolic assembly language or in a symbolic procedural language.
Part of the task of translating a symbolic code to an executable code
is chosen as the third example.

The translation task normally occurs in two steps. In the
first step, the assembler (in the case of an assembly language) or
the compiler (in the case of a procedural language) translates the
program into an intermediate form, so that the user's program can
be linked with other subprograms to form one program. The program in

the intermediate form is a relocatable code because the program con-

tains information which allows it to be located at another absolute
address.

The second step consists of three functions: (a) assemblying
one or more relocatable elements into a complete program, (b) assigning
each subprogram an absolute address, and (c¢) translating the reloca-
table code into an executable code (i.e., changing all relative addresses
to absolute addresses). These three functions are often carried out
by a program commonly called a loader.

This example implements the third function of translating

relocatable code to executable code by means of a microprogram.

5.1 The Input and Output

The input to the loader is one or more relocatable elements.
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Each relocatable element consists of two parts, (a) relocatable code

and (b) symbolic address tables. As mentioned, the relocatable code

is the intermediate form of the machine language instructions and datq
that result from the translation of an assembly language subprogram
or of a procedural language subprogram. A machine language instruc-
tion is usually made up of a non-address part (e.g., the op-code
part) and an address part. Since relocatable translation requires
only the adjustment of addresses, it is only necessary to distinguish
between the address part and the non-address part of the instructions.
Therefore, a relocatable code consists of a sequence of relocatable
words. Each relocatable word contains an address part or a non-address
part of an instruction. In this context, a data word can be viewed
as an instruction without an address part.

Figure 22 shows the five formats (called A,B,C,D, and E)
of the relocatable words. Each format has up to five fields: OP, FS,
II, FLD, and INC. The FLD field contains data, or the address part
of an instruction, or an index to a table. The FS field contains the
length of the FLD field in bytes (for convenience, a byte is defined
here as 3 bits)., The OP field identifies the FLD field as,
(a) data (OP=1)

(b) Relative Address (OP=2) This address references a location within

the subprogram relative to the subprogram address. At this ad-

dress, the executable code is to be loaded.

(c) Common Data Address (OP=3) This address references a data area

which is common to several subprograms.,

(d) External Address (OP=4) This address references an entry point

in other subprograms.,
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oPp FS II FLD
l length of \\\ data part of
1 FLD field \\ instruction
& (in bytes) ngs\ or data word
T TS B 2 e
3 x 3 3%[Fs) bits

{a) Format A, indicating data
0)% FS 1T FLD
length of \Qbaddress relative
2 FLD field to the subprogram
(in bytes)~\\
Ny At R
3 A 2

(b} Format B, indicating relative address

>
3* (Fs) : bits

OP FS II FLD INC
ot e S D e e
length of [incre- index to address | possible i
3 FLD field | ment |in Common Symbol | increment or f
(in bytes) | ind. |Table decrement -i
T S—— b e
3 » 4 2 3% (FS) 3% (Fs) bits
{c} Format ¢, indicating common data address
op S Iz FLD INC
length of [incre- index to-address |possible i
4 FLD field |ment |in Undefined increment or I
(in bytes) | ind. |Symbol Table decrement |
(NS - e e I it P
3 4 2 3% (Fs) T 3w (rs) bits

(d) Format D, indicating external address

OP

5

[————
3 bits

(e} Format E, indicating the end of relocatable code

Figure 22 Relocatable Word Formats




(e) End of relocatable code (0P=5)

The above common data address and external address reference
locations outside of the subprogram. These addresses are symbolic and
are stored in the symbolic address tables to be described subsequently.
The II and INC fields are provided to give a numerical increment to
these symbolic addresses. If II is equal to 1 or 2, the address is
incremented or decremented, respectively by the contents of INC. 1f
II is equal to O, there is no INC field.

Figure 23 shows an example of a relocatable code where the
fields are separated by vertical lines and the numbers are octal.
Words 1,2,3,4,6,8,9,11,12,13,15, and 17 are relocatable words with
data (OP=1). Words 5,7,10, and 14 are those with relative addresses
(0P=2). Word 16 is one with a common data address. Word 18 is the
one with an external address. Word 19 is the one indicating the end
of the relocatable code. Note that the relocatable words in Figure 23
are of different lengths. Though they are shown as left-justified,
they are actually a string of bytes as shown in Figure 24. It is in
the format of Figure 24 that the relocatable words are stored in the
memory .

Symbolic address tables of a relocatable element contain
all the symbolic addresses that are required to link subprograms to-
gether, There are three symbolic address tables:

(a) Defined Symbol Table (DST) This table contains the symbolic

name of each entry point in the subprogram and its corresponding
relative address in the subprogram.

(b) Undefined Symbol Table (UST) This table contains the symbolic
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Format
1 2 3 4 5 6 7 8 910 11 12 13 14 15 Type
1114J0l0 0 0 0 0 0 0 0 0 0 0 1] A

'1/14]J0/0 0o 0o 0o 0 0 0 0 0 O O 3| A

{1114/0l0o o o o 0o 0o 0 0 0 O 0O O] A

‘1] 71000 5 0o 0o o o0 ol A

2] slolo o 1 o 2 B

f1] 7/0lo 4 o 2 o o o A

(2] 5/0l0 0 1 0 0 B

f1J24f0f 0o 1 3 1 0o 0 0o 0o 0o o o0 o] A

11 700 2 o o o o0 o A

f2] s5foJo. 0o 1 o 1l B

1]14f0f0 1 3 1 0 0 0 0 0 0 0 0] A

11400 7 3 4 0 0o 3 0 0 0 0 O] A

1! 7lolo 7 7 4a 0 0 a A

27 5100 o 1 1 3| B

l1, 1lof 2] A

37 s5[1lo 0o o 1 ol o o 4 5 4 c

L1l 1ol 3] A

4] s5/o0lo o o 2 o D
5 E

OPR FS TI  Fip S

Figure 23

Example of a Relocatable Code (in octal)
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i1 6 0 0 6 6 0 0 O O 0 O 1
0 O 1‘!1 6 0 0 0O 0 0 0 0 2
0O 0 0 0 0 3§11 6 Ow 0 0 O 3
o 0 0 0 0 0 0 O o)l 3 4 4
0 5 0 0 0 O Oop2 2 4~X;* 0 5
1 0 231 3 4 'O 4 0 2 0 O 6
0tz 2 4 0 O vl o ol é”“o 7
o 1 3 1 0 0O 0o 0o O O O O 8
1 3 4 0 2 0 0O O O Oy 2 5“ 9
4 0 0 1 O 1§11 © O O 1 3 10
L1 0 o0 0 0 0 O O Ogil é 0 11
o 7 3 4 0 0O 3 0 0O 0 0 O 12
1 3 4 0 7 7 4 0 0 442 2 13
4 0 O 1 1 3jL 0 4 293 2 14
5 0 0 0 1 0O O 0 4 5 4@l 15
0O 4 34 2 4 0 0 0 2 0O} 5 1o
“ ~ S
one memory word
(36 bits)
Figure 24 Example of a Relocataole Code in the Memory

{(Double lines separate relocatable words
and all numbers are octal.)
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name of each external address that appeared in the subprogram.
Each external address (OP=4) contains a link to an entry in this

table.

~~
O
Nt

Common Symbol Table {CS5T) This table contains the symbolic

name of each common data area reference in the subprogram. Each
common data address (0P=3) contains a link to an entry in this
table.
The formats of these tables in the relocatable element are not relevant
here and are thus not shown., However, an example of these three
tables as they appear in memory is shown in Figure 25; these tables
will be further referenced.

The output from the loader is a sequence of machine instructions
and data ready for loading into the memory. In order to properly
locate the sequence in the memory, the sequence is prefaced by one word
that contains the subprogram address.

Figure 26 shows an example of executable code. It is the
output from the translation of the relocatable code in Figure 24.

The instruction and data formats in Figure 26 follow those of IBM
7090/7094 computers. As mentioned, the first word holds the subprogram
address (170008)° It is assumed that the executable code is a part

of a larger program and is stored in words 65 through 75. As shown,
this example translates the 19 relocatable words into 12 machine
instructions because some of the machine instructions consist of both
address and data parts which arve described by more than one reloca-
table word., However, the contents of the FLD fields of relocatable
words 1,2,3,8,11, and 12 in Figure 23 correspond with words 65,66,67,

70,72, and 73, respectively, in Figure 26, because these data and
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Figure 26

65

66

67

68

69

70

71

72

73

74

75

0 0 O 0 O i
c 0 O 0 0 0
0 0 O 0 9 0
0 0 O 0O 0 ~O
0 5 O 0 0 1
o 4 0 0 0 1
o 1 3 0 0 0
0 2 0 o0 0 1
o 1 3 0O 0O b'
o 7 3 0 0 0
o 7 7 0O O 1
2 1 0 6 4 2

Example of an Executable Code
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instruction words have no addresses.

5.2 Algorithm

The loader performs the translation. (For simplicity, it
is assumed that the loader does not handle memory overlay.) The trans-—
lation can be described in three phases, In the first phase, the
relocatable elements are collected and references between subprograms
(which include common data references, subprogram entry points, and
external references) are tabulated. In the second phase, the external
references are matched with their respective entry points, and each
common data area, subprogram, and entry point are then assigned an
absolute address. 1In the thilrd phase, the relocatable code of each
subprogram is translated to executable code by assigning each relative
address an absolute address. The translation process to be described
here is limited to the third phase.

The translation first unpacks the relocatable code (see the
example in Figures 23 and 24) stored in the input buffer, then inter-
prets the op-field of each word of the relocatable code, and finally
places the ddta or the modified address assembled into a sequence of
machine-language instructions in the output buffer. The translation
process is shown in the flow chart in Figure 27. The relocatable
elements are in the input buffer, and the machine-language-instruction
sequence will be in the output buffer. Both input and output buffers
are indicated in Figure 25. As shown in Figure 27, the initial step
places the subprogram address in the output buffer. The first or next
relocatable word is read out of the input buffer for unpacking. The
unpacking process recognizes the beginning and the end of the reloca~-

table word as well as the fields of the word. The OP field is first
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decoded and the following address modification occurs.

(a)

(b)

(c)

(d)

If OP is 1, it indicates data (format A shown in Figure 22).
Since it is not an address, no address modification is required.
The FS bytes of the FLD field are placed in the next available
bytes in the output buffer, where FS denotes the size of the
FLD field in bytes.

If OP is 2, it indicates a relative address (format B). The FS
bytes of the FLD field (the relative address) is added to the

subprogram address (such as 17000, in Figure 26). The sum is placed

8
in the next FS bytes of the output buffer.

If OP is 3, it indicates a common data address (format C). The
index in the FLD field (which is an address relative to CST)

(such as 2000, in Figure 25). The absolute address stored at

8
this location is rvetrieved. If field II contains 1 or 2, the
contents of the INC are added to or subtracted from the absolute
address, respectively. If field II contains 0, there is no address
modification. In any of the three cases, the resulting address

is then placed in the next FS bytes of the output buffer.

If OP is 4, it indicates an external address (format D). The FS
bytes of the FLD field (which is an address velative to UST) is
added to the address of the Undefined Symbol Table (UST) (such

as 30008 in Figure 25). The index stored at this location is
retrieved and added to the address of the Defined Symbol Table

(DST) (such as 1000_ in Figure 25). Then, the absolute address

8
at this location is retrieved. If field II is O, no further
modification of the address is required. If field IT is 1 or 2,

the contents of the INC field are added to or subtracted from

the absolute address, respectively. 1In any of the three cases, the
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absolute address is placed in the next FS bytes of the output
buffer.
(e) If OP is 5, it dindicates the end of the relocatable code (format

Y . N . e ST ST S ot b e E o o
E). At this point, the translation is terminated.

After one of the above operations is performed, the next relocatable
word is vead out of the input buffer . Unpacking, decoding and address
modification continues on until the end of the relocatable code. At
this time, the translation is completed. This tranlation process

will be further described in more detail later when the sequence charts
are presented.

As an example, let the relocatable code in Figures 23 and 24
be the dinput; the output from the translation is the executable code
shown in Figure 26. Word 1 in Figure 26 contains the absolute address
170008 at which the subsequent machine-language-instruction sequence
is to be loaded. Words 2 through 64 are assumed to be some other part
of the subprogram. Relocatable words 1, 2, and 3 in Figure 23 contain
data and are thus translated without modification to words 65, 66, and
67 of the output buffer as shown in Figure 26. Relocatable word 4
in Figure 23 also contains data and is translated without modification
to the first 7 bytes of word 68 in Figure 26. Relocatable word 5 in
Figure 23 stores a velative address; thus, the contents of the FLD
field are added to the subprogram address (170008) and the result
is then placed as the last 5 bytes of word 68 (171028)= Words 69
through 74 in Figure 26 are similarly translated from relocatable words
6 through 14 in Tiguve 23, Word 75 in Figure 26 is a machine instruc-

tion with two addresse it is translated from relocatable words 15

]
we

through 18 in Figure 23. Relocatable word 15, which contains the op~-

3
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code of the instruction, becomes the first byte of word 75. Reloca-
table word 16 contains an index (000108) to the Common Symbol Table

(CST). At the 8th location relative to address CST (20008) in Figure
25, the absolute address is found to be 10010, whose symbolic address

8

name is ARR. Since field II is 1, address 10010, is incremented by

8
the contents of field INC to become bytes 2 through 6 of word 75 of
the output buffer (104648). Relocatable word 17, which contains the
index of the instruction, is translated without modification to byte
7. Relocatable word 18 contains an index (000208) to the Undefined
Symbol Table (UST). At the 16th location relative to address UST
(30008) as shown in Figure 25, the index is found to be 5 and symbolic
name to be DOT. This index is the address (00058) relative to the
location DST (10008) of the Defined Symbol Table. At this location
(10058), absolute address 242328 is found. Since field II contains

0, no address modification is required. This absolute address is entry

point DOT.

5.3 Configuration

The configuration of the microprogrammed loader is shown in
Figure 28 except for the control part which is to be shown subsequently.
Main memory M has address register AR and storage register SR. Registers
READ and WRITE are used to initiate a memory read or memory write,
respectively. The relocatable elements and the input and output buffers
are stored in the memory. There are eight index registers, X1, X2,...X8,
which store the table and buffer addresses during translation. Registers
0P, FS, and II store the OP field, FS field, and the II field, respec-

tively, of a relocatable word. Unpacking of a relocatable word and
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X1 (1-15) AR(1-15)
X2(1-15)
X3(1-15) READ Main Memory ;
|
X4 (1-15) WRITE M(0-32767,1-36)
X5(1-15)
X6 (1~15) I
SR (1-36)
X7 (1-15) “SRYAD)
X8(1-15)
B (ADR) iB(IN)
]
A(1-36) ¢ B(1l-51)
1 15 16 51
OP(1-3) FS(1-4) II(1-2)
SH UNPACK
Cl(1-4)| | c2(1-4)] | €3(1-4)
Figure 28 Configuration for Translating Relocatable Code
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address modification of its address part are performed in registers

A and B. Single-bit register SH indicates that register B or cas-
register A-B is shifted to the left according to register SH containing
a 0 or 1, respectively. Single~bit register UNPACK is a control
register for calling the unpacking sequence. In addition, there are

three counters Cl, C2, and C3.

Comment, configuration of the translator (8)
Register, A(1-36), Saccumulator
B(1-51), $unpacking register
AR(1-15), $address register
SR(1-36), $storage register
X1(1~15), $store the INC field
X2(1~15), Sstore INPUT address
X3(1-15), S$store OUTPUT address
X4(1-15), S$store CST
X5(1~15), Sstore UST
X6(1~15), $store DST
X7(1-15), $store subprogram address
X8(1-15), $temporary storage
OP(1-3), Sop-register
FS(1=4), Sfield size register
IT1(1-2), Sincrementing indicator
C1(1l-4), Scount left shifts in casregister AB
c2(1-4), Scount! leftshifts in register B
C3(1-4), S$count leftshifts in register A
SH, $shift-control register

UNPACK, $control register
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READ, Smemory read register
WRITE, Smemory write register
Subregister, B(ADR)=B(1-15), $address part of unpacking register
B(IN)=B(16-51), $input part of unpacking register
SR(AD)=SR(22-36) $address part of storage register
Memory, M(AR)=M(0-32791,1-36) S$main memory

Casregister, AB(1~87)=A-B

5.4 Sequence charts

The translation algorithm in Figure 27‘is now converted
into sequence charts. Block diagram in Figure 29 shows that the trans-
lation is organized into four sequences: initialization, fetch, address
modification, and unpacking. The sequence charts are shown in Figures
30 to 33. As indicated by the dotted lines, the unpacking sequence
is called during the fetch sequence and the address modification sequence.
The initialization sequence initializes the translation. The fetch
sequence fetches a relocatable word, unpacks it and decodes it. The
address modification sequence performs the address modification. The
unpacking sequence performs the task of reading a relocatable word
out of the input buffer, shifting casregister AB to the left, and storing
a machine instruction into the output buffer.

It is assumed that the relocatable element and the buffers
are initially in the memory. The relocatable element is in the form
of a string of digits as shown in Figure 24, The addresses of the
tables and buffers are in the index registers as described below.
(a) dinput buffer location in register X2,
(b) output buffer location in register X3,

{¢c) CST location in register X4,
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Fetch
Sequence
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Sequence
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" F'low chart showing the four sequences

for translation of relocatable code

to executable code
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(d) TUST location in register X5,
(e) DST location in register X6,

(f) subprogram address in register X7,

In the sequence charts, a memory read will be indicated
with the CDL statement
SR€-M(AR) .
A memory write will be indicated similarly as
M(AR) ¢-SR.
This is done for clarity alone. The agctual read of memory is initiated
by setting the register READ to one (READ--1) while the memory write
is initiated by setting the register WRLITE to one (WRITE-~1), The trans-

fer of information occurs as a result of this,

5.4,1 Initialization sequence

The initialization sequence as shown in Figure 30 per-
forms five tasks. It reads the first word out of the input buffer
(location in register X2) and stores it in subregister B(IN). It places
the subprogram address in register X7 into subregister B(ADR). It
increments register X2 by 1. It resets register A to 0. And it sets
the initial contents of counter Cl, C2, and C3 to be 5, 12, and 7,
respectively,

Counter Cl counts the number of leftshifts of casregister
AB in bytes. The shifting of the 5=byte subprogram address from sub-
register B(ADR) to subregister A(22-36) is controlled by setting
counter Cl to 5 and then counting down until it reaches 0. Counter
C2 counts the number of leftshifts of register B in bytes. The indi-

cation to read the next word from the input buffer into subregister
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Start

AR<~-X2

SR<~~M (AR)

B (IN)<~--SR

v
B (ADR) <=-X7,

X2=%—countup X2,

A<—-=0

\L

CZ&"""’"]‘Z)

Cl€--5

Sequence chart for the initialization
sequence
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B(IN) is given by setting counter C2 to 12 and then counting down

until it reaches 0. Counter C3 counts the number of bytes that are
shifted into register A where machine instruction is being assembled.
The five leftshifts required to complete the first machine instruction
in register A is controlled by setting counter C3 to 7 and then counting

up until it reaches 12,

5.4.2 Fetch sequence

The fetch sequence as shown in Figure 31 performs four tasks.
It shifts the word in subregister B(IN) the number of byte positions
to the left indicated by counter Cl so that the next relocatable word
is now left-adjusted in register B. By making this leftshift occuring
in casregister AB, it also shifts the address or data in the left
part of register B into register A. It then transfers the contents of
OP, FS, and II fields in subregister B(1-3), B(4-7), and B(8-9) to
registers OP, FS, and II, respectively. Since these three fields in
subregister B(1-9) are of no further use, register B is leftshifted
3 byte positions so that the FLD field of the relocatable word is left-
adjusted in register B.

In the above tasks, there are two left shifts; one in register
B and the other in casregister AB. These two shifts are indicated by
register SH containing O and 1, respectively. Such a leftshift is also
required in the address modification sequence. For convenience, a

subsequence called the unpacking subsequence is formed. This sub-

sequence is "called" by setting register UNPACK to 1 and "returns"
to the calling sequence by resetting register UNPACK to O in the

subsequence. After the sequence register UNPACK is set to 1, the




Figure 31

UNPACK=<--1

OP<—*B(1—3%
FS<F—B(4“7X

II<=«B(8—9%

Cl=-=3

v

SH<--0

UNPACK<--1

&(;____.
(imenerco J 4

Sequence chart for the fetch sequence
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sequence constantly examines register UNPACK and waits for its contents
to become 0. When register UNPACK is being set to 1, register SH
should also be set to 0 or 1 in order to select one of the two possible

leftshifts.

5.4,3 Unpacking subsequence

The unpacking subsequence as shown in Figure 32 performs four
tasks. The first task carries out the leftshift as described by the
following conditional micro-statement.

IF (SH=0) THEN (B¢-3 shl B) ELSE (AB4-3 shl AB)
and decrements counter Cl until it reaches 0, When counter Cl becomes
0, register UNPACK is reset to 0. The second task is to read a word
out of the input buffer located by register X2 into subregister B(IN);
this is controlled by counter C2. When counter C2 reaches 0, reading
of the word from the input buffer is carried out. The third task is
to store a machine instruction assembled in register A into the output
buffer located by register X3; this is controlled by counter C3. When
counter C3 reaches 12, storing of the assembled instruction in register
A is carried out. This can logically occur only after Cl becomes zero.
The fourth task is waiting. As shown in Figure 32, there is a waiting
loop during which the UNPACK subsequence constantly examines register
UNPACK and waits for its contents to become 0.

It should be noted that in order to call the UNPACK sub-
sequence, register UNPACK should be set to 1, register SH should be

set to 0 or 1, and counter Cl should be set to a certain initial value.

5.4.4 Address modification sequence

The address modification sequence as shown in Figure 33 per-

forms the operations specified by the OP and II fields on the operands
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IF (SH=0) THEN (B¢--3 shl B)
ELSE (AB<--3 shl AB),
IF(SH=1) THEN(C3<~-countup C3),

C2=<—-~countdn C2,

Cle——-countdn Cl

C2<-~12,
AR4-~X2

SR<--M(AR), |

X2€~-=countup X2§
& L
B (IN)<--SR |

Tz
S AN
Cl=0

i

Figure 32

C3¢-=0,

ARG==¥3
¥
X3€¢--countup X3,

SR€——1
¥
M(AR) «==SR

w4 e
% o

| unPACKe--0

Sequence chart for the unpacking subsequence
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sequence

B
e I { op 5 STOP
3 2 I 3 4 ¥
| X8<~-~B (ADR) X8€—--B (ADR) X8€--B (ADR)
7 ¥ 02
B (ADR) <-X8 add X7 AR<¢-=X8 add X4 AR<~=X8 add X5
A )
SR€¢--M(AR) SR<~-M(AR)
¥ R
X8<~-SR (AD) X8<~~SR (AD)
¥
AR«<-~-X8 add X6
¥
SR<—-M (AR)
v
X8<--SR (AD)
’ l
X
iI=D -
Cl<--FS X1l<--0
¥
SHe-~0
UNPACK<--1
UNPACK=0
: X1<--B (ADR)
e o,
II=1 =
| X1<--X1"' |
¥
Xl<€--countup X1
P ;
B (ADR) <=--X8 add X1
‘Cl<-mFS
&
Figure 33 Sequence chart for the address modification
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in the FLD and INC fields. As shown in Figure 33, if the OP field
contains 1, there is no address modification. If the OP field contains
2, the address in subregister B(ADR) is incremented by the subprogram
address in register X7. Whether the OF field is 1 or 2, the contents
of the FS field are transferred to counter Cl.

1f the OP field contains 3, the index in subregister B(ADR)
is incremented by the location of the Common Symbol Table in register
X4, The word is read out of this memory location and stored in register
X8, 1If the OP field contains 4, the index in subregister B(ADR) is
incremented by the location of the Undefined Symbol Table in register
¥X5. At this location is another address. This address is read out of
the memory, stored in register X8, and incremented by the location of
the Defined Symbol Table in register X6. Then, the contents of this
memory location are read out of the memory and stored in register X8.

If the OP field contains 3 or 4 and if the ITI field is not
0, an. addition or a subtraction is yet required. The contents of
the INC field are first shifted into subregister B(ADR) and are then
added (if II is 1) to or subtracted (if II is 2) from the contents
in register X8 with the result stored in subregister B(ADR). The
subtraction is performed by addition of 2's complement of the sub-
trahend. Whether the OP field is 3 or 4, the contents of the FS field
are transferred to counter Cl.

At this point, the address modification sequence is completed

and returns to the fetch sequence.

5.5 Microprogram control configuration

The block diagrasm in Figure 34 shows the configuration of the
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control unit. Control memory CM has a capacity of 256 36-bit words
with address register CAR and buffer register F. The 8-bit register
RETURN stores a control memory address for subroutine return. The
four-phase clock P(0-3) in conjunction with the single-bit registers
RUN and C, and the 4-bit register MC generates the control signals.
Switch START initiates the micro~programmed computer. The above con-

figuration is now described by the following CDL statements.

Comment, configuration for the microprogram control )]
Register, CAR(1-8), Scontrol memory address register
F(1-36), Scontrol word register
RETURN (1-8), Smicro-subroutine return register
MC(0-3), Sregister for sequencing main memory cycles
D, $memory cycle walt register
RUT, $start-stop register
Subregister, F(ADS)=F(1-8) $address portion of the control word
Memory, CM{CAR)Y=CM(0~255,1-36),
Switch, START (ON) , Sstart switch

Comment, each control memory cycle coincides with one clock cycle, and
each main memory cycle coincides with four control memory cycles.

Clock, P(0-3}, $four-phase clock

5.6 Timing and Control Signals

Each main memory cycle is chosen to comsist of four control
memory cycles, and each control memory cycle coincides with one clock
cycle. Therefore, there are 4 steps in each control memory cycle and
16 steps in each main memory cycle. The control signals for these

16 steps are described by the following sequence of 16 labels,
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Comment, control signals expressed by the labels (10)
/MC(0)*P (0) *RUN/ Sbeginning of a main and a control memory cycle

/MC (0) *P (1) *RUN/

/MC(0) #P(2) *RUN/

/MC(0) *P (3) *RUN/ S$end of a control memory cycle

JMC (1) *P (0)*RUN/ $beginning of a control memory cycle
/MC(L)Y*P(1)*RUN/

/MC(1)*P(2)*RUN/

/MC (1) *P(3)*RUN/ Send of a control memory cycle
/MC(2)*P(0)*RUN/ S$beginning of a control memory cycle
/MC(2)*P(1)*RUN/

/MC(2)*P(2)*RUN/

/MC(2)%P(3)*RUN/ $end of a control memory cycle
/MC(3)%P (0) *RUN/ $beginning of a control memory cycle
/MC(3)*P (1) *RUN/

/MC{(3)#P(2)*RUN/

/MC(3)*P(3)*RUN/ D<¢-0, S$end of both memory cycles

In the above labels, the four steps in each control memory cycle are
controlled by the four phases of clock P(0-3) and the four control
memory cycles in each main memory cycle are controlled by the four
states of ring counter MC(0-3). Register RUN is employed to activate
the control signals for the 16 steps in a main memory cycle as indi-
cated in Figure 34,

During each main memory cycle, an instruction is read out of
or written into the main memory. It is now specified that the transfer

of the main memory address to vegister AR and the initiation of the



main memory read or write must occur during the second step (i.e.,

/MC(0)*P(1L)*RUN/). TFor a read operation, the word is available at

buffer register SR during the sixth step (i.e., /MC(1)*P(1)*RUN/).

For a write operation, the word to be stored into the memory is trans-

fered into buffer register SR before the 12th step (/MC(2)*P(3)*RUN/).
If certain micro-operations occur in every control memory

cycle, the following sequence of four labels is used,

/P(0)*RUN*D'/  F&-CM(CAR) $beginning of a control memory cycle
/P (1) *RUN*D/
/P (2)*RUN*D'/

/P(3)*RUN*D"'/ Send of a control memory cycle

In the above sequence of labels, register D is used to control the
advance or stop of the 4 steps in a control memory cycle. When regis-
ter D contains a 0, the sequence of the labels exist; otherwise, it
disappears.

During each control memory cycle, a micro-instruction is read
out of the control memory. It is now specified that the transfer of
the control memory address to register CAR and the initiation of the
control memory read must occur during clock phase P(3) of the preceeding
control memory cycle, and the control word becomes available at buffer
register F during the first clock phase P(0) of the current control
memory cycle. Micro-operations activated by the micro-instruction
in register are executed during clock phases P(1-3) of the current
control memory cycle.

Register D is automatically set to zero at the end of each

main memory cycle (/MC(3)*P(3)*RUN/). Thus, when waiting to the
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beginning of the main memory cycle is required, register D is set to
one to stop generation of the control signals during a control memory
cycle, but the control signals for the main memory cycle continue.

If a micro-instruction is fetched at the beginning of a main memory
cycle and register D is set to one at the same time, then the micro-
instruction remains in register F for one main memory cycle, as will

be later described.

5.7 Control word format

Table 3 shows the format of the control word. The 36 bits of

each control word in register F are divided into three groups:

(a) field F(1-8) which contains a control memory address,
(b) field 